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Abstract

Currently, most noise reduction algorithms are based
on an a priori information such as signal-to-noise ratio
(SNR) or noise parameters estimation. They are mostly per-
formed in the spectral domain to reduce the background
noise at each frequency bin. However noise reduction in
the spectral domain may introduce musical noise and arte-
facts which are in some cases perceptually more annoying
than the background noise itself. In this “show and tell”,
we present a demonstration of a noise reduction algorithm
based on dynamic range compression (DRC) using a time-
varying and frequency-band dependant gain function de-
duced from the low-pass filtering of the temporal envelopes.
The algorithm is considered as blind since it requires nei-
ther SNR nor noise parameters estimation. A graphical user
interface (GUI) built under Matlab shows interactively the
noise reduction in the temporal (waveform) and spectral
(spectrogram) domains using live speech recordings mixed
to pre-recorded noise signals.

1. Introduction

Noise reduction algorithms are nowadays used in multi-
ple areas such as hearing aids, cochlear implants, telecom-
munication systems and human/robot interaction devices.
Most of existing noise reduction algorithms perform in the
spectral domain in order to reduce the background noise
differently in each frequency bin, for instance, the spectral
subtraction [1], the Wiener filter [2] [3], and the bandpass
modulation filtering [4]. However, enhancing the speech in
the spectral domain may introduce musical noise which is
well known in the field of speech enhancement, and repre-
sents a random amplification of frequency bins [5].

Anderson [6] proposed a frequency-band dependant and
time-varying gain function instead of frequency-varying
gain function for fast dynamic range compression (DRC),

also suggesting that the concept of frequency-band time-
varying gain function can be used in some audio processing
systems such as noise reduction. However, to our knowl-
edge, methods and results of such as approach has never
been demonstrated for noise reduction applications.

In this “show and tell”, a noise reduction algorithm using
frequency-band dependant and time-varying gain function
is proposed. The proposed method employs dynamic range
compression theory in order to reduce the dynamic range
independently in each frequency band using a time-varying
gain function. This function is deduced from the tempo-
ral envelope and tends to preserve the natural quality of the
incoming signal.

We demonstrate that the use of a time-varying and
frequency-band dependant gain function enables noise re-
duction and speech quality improvement without introduc-
ing musical noise. In addition, this demonstration shows
that speech enhancement can be performed without any
knowledge, assumption, or estimation of the noise parame-
ters.

2. Scientific and Technical Description

Figure 1 illustrates the architecture of the proposed noise
reduction algorithm.
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Figure 1. Block diagram of the proposed
speech enhancement algorithm.

The proposed algorithm performs in real-time using
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250 ms frames with 80% overlap.
The incoming signal is decomposed into N=16

frequency-bands using a gammatone filterbank [7]. From
each frequency-band, the temporal envelope is extracted us-
ing the Hilbert Transform [8]:

Ei,m(n) =
√
yi,m(n)2 + ỹi,m(n)2 (1)

with i the frame number andm the frequency-band number,
and:

ỹ(n) = y(n) ∗ 1

πn
(2)

with * denoting the convolution.
A gain function is deduced from the temporal enve-

lope of each frequency-band (see section 2.1), and is there-
after multiplied by the incoming signal yi,m(n) of the same
frequency-band. The enhanced signal x̂(n) of each frame
is reconstructed by summing the 16 frequency-bands, and
amplified by a rescaling constant α.

2.1. Time-Varying Gain Function Calcula-
tion

When combining the concepts of noise reduction and
DRC used in hearing aids [9], [6], a multi-band time-
varying noise reduction method can be obtained. According
to preliminary results in our research, the multi-band time-
varying gain function for noise reduction must meet three
criteria:

• The gain function of each frequency-band should be
smooth and continuous to avoid abrupt changes in the
enhanced signal.

• The gain function must be chosen as a function of the
temporal envelope Ei,m(n) in order to preserve the
quality of speech without adding artefacts.

• The gain function should be near 1 in the frequency-
bands containing speech and near 0 in the frequency-
bands containing noise, in order to preserve speech
components and attenuate noise components.

A time-varying gain function that fulfils all the above
cited criteria is a low-pass filtered temporal envelope, which
represents a smoothed version of the temporal envelope
Ei,m(n):

Gi,m(n) = Ei,m(n) ∗ L(t) (3)

with L(t) the impulse response of a lowpass filter with a
16 Hz cut-off frequency.

3 Objective Validation of the Proposed
Method

The proposed method is evaluated using 30 noisy speech
signals corrupted by “car” and “babble” noise in 5, 0, and
-5 dB SNR from the Noizeus corpus [10]. The performance
improvement of the proposed algorithm is compared to
noisy signals in addition to a modulation filtering speech en-
hancement algorithm [4] (benchmark algorithm) using the
Perceptual evaluation speech quality (PESQ) metric [11]
(see figure 2).
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Figure 2. PESQ results for the unprocessed
signals, the benchmark algorithm, and the
proposed algorithm.

4. System Demonstration

A graphical user interface (GUI) is built in Matlab for an
interactive demonstration of the proposed noise reduction
algorithm. Figure 3 presents a screenshot of the user in-
terface: part (1) shows the instructions that the user should
follow when using pre-recorded speech signals, or record-
ing a live speech signal. Part (2) shows the experimental set-
tings, while part (3) displays the enhancement in the spec-
trogram and waveform frame by frame: part (3-a) illustrates
the enhanced part while par (3-b) illustrates the noisy part
which will be enhanced. Part (4) of the interface presents
the PESQ results for each noisy/enhanced signal.

A video of this demonstration is available online:
http://critias.etsmtl.ca/ts2014. This demonstration runs on
a laptop with professional headphones, and a microphone
for live speech recordings.

5 Conclusions and Future Developments

In this “show and tell”, we demonstrate that the use of a
time-varying and frequency-band dependant gain function
reduces the background noise and improves the quality of
the speech signal. In addition, we show that good noise
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Figure 3. Screenshot of the graphical user interface

reduction performance can be achieved without any knowl-
edge, assumption, or estimate of the noise and speech pa-
rameters.

We are currently working towards the implementation of
this algorithm in a digital signal processor (DSP) for a real-
world embedded application.
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