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Abstract

This demo features a multi-hop Visual Sensor Net-
work, capable of recognizing objects using two different vi-
sual paradigms. In the traditional compress-then-analyze
(CTA) paradigm, JPEG compressed images are transmit-
ted through the network from a camera node to a central
controller, where the analysis takes place. In the alternate
analyze-then-compress (ATC) paradigm, the camera node
extracts and compresses local binary visual features from
the acquired images and transmits them to the central con-
troller, where they are used to perform object recognition.
We show that, in a bandwidth constrained scenario, the
latter paradigm allows to reach higher application frame-
rates, still ensuring excellent recognition results.

1. Introduction and motivations

Visual Sensor Networks (VSNs), composed of several
inexpensive wireless camera nodes, are used to acquire im-
ages or video from the environment, which may be further
processed to perform a broad range of complex visual anal-
ysis tasks, such as object recognition, event detection, local-
ization and tracking, etc. The acquired visual information
is typically delivered to a remote destination through low-
power wireless transmissions (e.g., IEEE 802.15.4), and
multiple visual or generic sensor nodes may be involved
in the process of routing this information to its final des-
tination. Due to their flexibility and low-cost, VSNs have
attracted the interest of researchers worldwide in the last
few years and are expected to play a major role in the evo-
lution of the Internet-of-Things (IoT) paradigm. We focus
on a fundamental application of Visual Sensor Networks:
the detection and recognition of objects. This is typically

accomplished by extracting global or local distinctive fea-
tures from the acquired images, and by matching these fea-
tures against a database of pre-stored and labeled features
to finally perform object recognition. Such visual task can
be practically implemented in different ways in the VSN,
depending on where in the network the task of feature ex-
traction is performed. Standard implementations rely on a
local compression (JPEG or similar) of the acquired images
at the camera sensor, which are then delivered through the
wireless sensor network to a central controller that extracts
the features and performs object recognition. This oper-
ating paradigm, sketched in Figure 1(a), is referred to as
compress-then-analyze (CTA). The bitstream flowing in the
network includes the compressed and lossy pixel-domain
representation of the acquired image. As a consequence, de-
pending on the amount of compression, the accuracy of ob-
ject recognition might be significantly impaired. Moreover,
several works in the past demonstrated that multi-hop image
transmission in VSNs results in high latency and low appli-
cation frame rates, due to the struggling between bandwidth
availability and requirements [1]. It is important to notice,
however, that most visual analysis tasks (e.g. object recog-
nition) can be carried out based on a succinct representation
of the image, which entails both global and local features,
while it disregards the underlying pixel-level representation.
For these reasons, an alternate operating paradigm would be
preferrable, in which the visual features are extracted, pos-
sibly (lossless) compressed, at the camera sensor, and then
delivered to the final destination. This paradigm is referred
to as analyze-then-compress (ATC), and it is illustrated in
Figure 1(b).

In this demo we present an efficient implementation of
the ATC paradigm on a visual sensor network. Scientific
details are provided in Section 2, while Section 3 describes
the hardware and the user interface. Some conclusions are
drawn in Section 4.
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Figure 1. The two different approaches to perform object
recognition in visual sensor networks

2 Scientific and technical description

The use of the ATC approach constitutes a novel
paradigm shift in the field of VSNs. With the proposed
demonstrator, we aim at showing that ATC enables higher
frame rates with respect to CTA, as the visual information
transmitted through the network is much more compact. It
is important to notice, however, that the frame rate depends
not only on the amount of data to be transmitted, but also
on the computational complexity of the tasks performed by
the camera node. In fact, while for CTA the computational
effort is limited to the compression (e.g., JPEG) of the ac-
quired images, the complexity of the feature extraction al-
gorithm at the base of ATC may be crucial. In the last
few years, efficient algorithms for extracting compact bi-
nary features have been proposed [2, 3], which outperform,
in terms of complexity, the traditional ones (e.g. SIFT [4],
SURF [5]) at the cost of a slight worse matching accuracy.

With this demonstrator, we propose two main novelties
with respect to the state-of-the-art solutions. First of all, we
developed an optimized version of the Binary Robust Invari-
ant Scalable Keypoints (BRISK [3]) detection/description
algorithm, with particular focus on ARM architectures,
which provide a specific SIMD instruction set (NEON). The
optimization of the computation of the BRISK features us-
ing the NEON instructions results in an average speed-up
of a factor 1.4 of the original BRISK implementation. This
makes it possible to extract approximately 50 BRISK de-
scriptors from VGA (640× 480 pixels) images in less then
50ms onto a 720MHz ARM CPU. Furthermore, we imple-
mented a lossless entropy-coding scheme for compressing
the extracted BRISK features [6], which achieves a coding
gain around 20% for 64-bits descriptors. As a consequence,
50 BRISK descriptors will generate a bitstream constituted
of approximately 2.5 kbits. As a matter of comparison, a

poor JPEG compression (quality factor Q=20) of a VGA
image produced a bitstream of about 10 kbits.

3 Implementation and use

With reference to Figure 2, the demo is composed of the
following equipment:

• Visual sensor node: a battery-operated 720MHz
ARM BeagleBone Linux computer which is geared
with a Logitech USB camera to capture still images;
the visual sensor node is also attached to a IEEE
802.15.4-compliant sensor node (TelosB platform or
similar) to remotely transfer the visual content through
low-power wireless links.

• Network infrastructure: a network of battery-
operated IEEE 802.15.4-compliant TelosB sensor
nodes which is used to route the visual information to
a central controller.

• Central controller: a laptop with IEEE 802.15.4 com-
munication capabilities to receive the multimedia con-
tent transferred by the visual sensor node and to per-
form visual analysis.
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Figure 2. Visual sensor node operational modes. Switch-
ing between ATC and CTA is remotely controlled by the
user. The compressed multimedia data from the ATC or
CTA paradigm is sent to a central controller where it is de-
coded and used to perform object recognition.

The visual sensor node The camera (visual) sensor node
is able to run both visual paradigms. Namely, as far as the
CTA paradigm is concerned, the visual sensor node imple-
ments the standard JPEG compression algorithm. In the
ATC case, the optimized BRISK algorithm discussed in
Section 2 is implemented and used to extract local visual
features. Moreover, the sensor node offers the possibility to
encode the extracted features following the approach men-
tioned in Section 2.

The central controller The central controller implements
a graphical user interface which allows to visualize the re-
sult of object recognition, and provides a highly interac-
tive remote controller of the visual sensor node. The user



can switch on the fly between the two operating paradigms
(CTA and ATC). As far as the CTA case is concerned, when
an image is received by the controller, it is displayed along
with the positions of the detected keypoints (Figure 3(a)).
The user can select the JPEG quality factor in order to con-
trol the size of the bitstream generated by the camera node.
As for the ATC case, the keypoints associated to the re-
ceived features are displayed (Figure 3(b)). The user can

(a) Compress-then-analyze (CTA) paradigm

(b) Analyze-then-compress (ATC) paradigm

Figure 3. Graphical user interface of the demonstration.
(a) CTA paradigm: a JPEG compressed image is transmit-
ted to the controller for recognition. (b) ATC paradigm:
only a set of local visual features are remotely transmitted,
ensuring recognition at higher frame rates.

select different detection thresholds and the maximum num-
ber of features to be trasnmitted. Moreover, the user inter-
face provides a switch for enabling/disabling the entropy-
coding of the descriptors. The received features, in the ATC
case, or the features extracted from the received JPEG im-
age, in the CTA case, are matched against a database of la-
beled features, so that object recognition can be performed.
In particular, the demo experiment will showcase a classi-
cal object recognition task, with the central controller be-
ing able to recognize the type of object which is seen by
the visual sensor node. The result of the recognition is dis-
played on the user interface. Moreover, the demonstrator

estimates and displays the current frame rate, i.e., the max-
imum number of images which can be processed per unit
time, under the two paradigms. As an additional feature,
when the ATC modality is active, the graphical user in-
terface offers the possibility of reconstructing an approxi-
mation of the image captured by the camera node starting
from the knowledge of the visual features. In particular,
we followed the approach presented in [7]: in a first stage
the received features are matched against the features of the
database; the image is then reconstructed as a composition
of the image patches, extracted from the database, which
exhibit the highest matching scores.

4. Conclusions and future developments

The proposed demo demonstrates that, in the context
of VSNs characterized by a limited transmission band-
width, the ATC paradigm outperforms the traditional CTA
paradigm in terms of the achieved frame rate. In the next
months, we will investigate the possibility of extending this
work including a set of cooperating processors nodes (i.e.,
multiple ARM BeagleBones), in order to distribute the com-
putational load needed for extracting the visual features and
thus obtaining a further increase of the frame rate.

Video demo A detailed video describing the demonstrator
is available at www.greeneyesproject.eu
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